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Target search and tracking is a classical but difficult problem in many research domains, including
computer vision, wireless sensor networks and robotics. We review the seminal works that addressed
this problem in the area of swarm robotics, which is the application of swarm intelligence principles to
the control of multi-robot systems. Robustness, scalability and flexibility, as well as distributed sensing,
make swarm robotic systems well suited for the problem of target search and tracking in real-world
applications. We classify the works we review according to the variations and aspects of the search and
tracking problems they addressed. As this is a particularly application-driven research area, the adopted
taxonomy makes this review serve as a quick reference guide to our readers in identifying related works
and approaches according to their problem at hand. By no means is this an exhaustive review, but an
overview for researchers who are new to the swarm robotics field, to help them easily start off their
research.
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1. Introduction

The problem of target search and tracking has a very long his-
tory, and in recent times, more and more civilian applications have
emerged, which include a wide variety of high-impact application
areas, for example, search and rescue operations in disaster scenar-
ios, exploration for natural resources, environmental monitoring,
air traffic control and surveillance [1]. Target search and tracking
is an important application of wireless sensor networks [2] and
one of the oldest problems in computer vision [3]. This problem
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has also been tackled by the use of multi-robot systems (MRSs) [4],
making use of the advantage mobile robots have with being capa-
ble of dynamically adapting to the target movements by changing
their spatial distribution accordingly [5].

MRSs also have several advantages over their single-robot
counterparts [6]. Their ability to execute tasks in parallel enables
them to perform tasks more efficiently than a single robot or
accomplish tasks that are impossible for a single robot to carry out.
Furthermore, due to distributed sensing, MRSs have the advantage
of a wider range of sensing than that of a single robot. Distributed
actuations enable them to perform actions at different places at the
same time. Compared to a single robot, an MRS can also be more
fault tolerant under certain conditions, as the failure of a single
robot within the group does not always result in mission failure.

In this paper, we discuss search and tracking algorithms for
swarm robotic systems (SRSs), which are basically MRSs with
some special properties, mainly related to achieving scalability
by means of distributed control and local communication [7]
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and emergent global behaviours. Besides the advantages common
to all MRSs, SRSs have additional merits to them due to their
particular characteristics. Robot swarms have high redundancy
and are comprised of relatively simple robots compared to the
complexity of the task at hand. Furthermore, they use distributed
control with the use of local rules and local communication. These
characteristics of robot swarms make them highly robust, scalable
and flexible [8,9].

Even though there are several recent review and survey papers
on swarm robotics (SR) [10-15], all of these broadly review
all different works related to SR rather than go into detail on
one particular task or application area. This paper is aimed at
researchers new to the field of SR who have decided to solve
the specific problem of search and tracking. Although not an
exhaustive review, this paper will serve as an overview and quick
reference guide to help researchers easily locate some seminal
work related to their problem at hand, to start off their research.

In Section 2, we give an overview SR and explain features,
highlighting the suitability of SRSs for search and tracking
applications. In Section 3, we introduce certain characteristics
upon which the search and tracking problem can be defined. In the
following sections, we refer back to these characteristics in order
to explain the different problem formulations used in each study.
In Section 4 we explain and discuss algorithms for target search
and tracking in SRSs under two categories. Section 4.1 details
algorithms based on swarm intelligence and Section 4.2 describes
algorithms based on other methods. Comparison of the algorithms
based on the criteria relevant to SRSs are given in Section 5 and
finally concluding remarks are presented in Section 6.

2. Swarm robotics—an overview

SR is the application of swarm intelligence (SI) principles to
the control of groups of robots. Although there is some debate
about this definition of the term, there is a consensus that this is
how the field of SR came into existence [16,7]. The term ‘swarm
intelligence’ was introduced by Beni and Wang in the context
of cellular robotic systems in 1989 [17]. It was before this that
Fukuda introduced the first cellular robotic system CEBOT [18,
19], the earliest attempt at developing a collaborative team of
robots. CEBOT is a distributed system made of many indiscriminate
autonomous robots which have limited intelligence on their own,
and worthy of being regarded as one of the earliest SRSs.

The essential characteristics of SI consist of emphasis on decen-
tralised local control and local communication, and on the emer-
gence of global behaviour as the result of self-organisation [7]. The
SI approach to mobile robot control was motivated by three main
advantages, namely, scalability, flexibility and robustness [8].

e Scalability: Scalability of an SRS is defined as the ability to
operate with larger or smaller numbers of individuals without
impacting performance considerably [15,9]. The use of local
sensing and communication is the main reason for scalability
in SRSs [11].

o Flexibility: Flexibility refers to the ability of an SRS to adapt
to new, different, or changing requirements of the environ-
ment [15]. When the problem changes, the system has to be
flexible enough to promptly respond to the new problem. In
swarms, flexibility is promoted by redundancy, simplicity of the
behaviours and mechanisms such as task allocation [11] and
stochasticity.

o Robustness: Robustness can be defined as the degree to which
a system can continue to function in the presence of partial fail-
ures or other abnormal conditions [15]. SRSs are more reliable
due to high redundancy. Any individual is expendable as oth-
ers can compensate for their loss. Due to their simple and min-
imalist design, the individual robots are less prone to failures.

Because of decentralised control with either no leaders or inter-
mittent/replaceable leaders, losing an individual robot or even
a group of them will not drastically affect the overall operation
of the swarm. Furthermore, the distributed sensing makes the
system less susceptible to noise [9].

It is often rather difficult to define a clear classification of MRSs,
especially the difference between SRSs and other distributed MRSs.
This is because they share several common features, for example,
the use of autonomous robots with distributed control, fault-
tolerance and robustness [8,20]. The main dividing point between
the two is that achieving scalability remains the core focus of
SR [7]. But as the field of SR has evolved, biological inspiration and
stigmergic communication are no longer common to all SRSs [7].

In [9], Sahin defines SR as:

the study of how large number of relatively simple physically
embodied agents can be designed such that a desired collective
behaviour emerges from the local interactions among agents and
between the agents and the environment.

Even though this definition does cover some of the special
characteristics of swarm robotics, [9] also provides a set of
supplementary criteria that can be used for measuring the degree
to which an MRS falls under SR.

1. A swarm should consist of autonomous robots able to sense and
actuate in a physical world. This excludes software agents that
exist purely in a virtual world, and even sensor networks that
do not have physical actuation abilities.

2. The study should be relevant for the coordination of large
numbers of robots. It should be noted that this does not exclude
the studies that are carried out with smaller number of robots
as long as they aim for scalability.

3. The system should consist of relatively few homogeneous
groups of robots with a large number of robots in each group
to preserve redundancy.

4. The robots should be relatively incapable or inefficient with
respect to the task at hand. Thus their performance should
improve when they cooperate.

5. The robots should only have local and limited-range sensing
and communication abilities. This constraint ensures that the
team’s coordination is distributed and promotes scalability.

The two-dimensional modular robot ‘Slimebot’ [21] is a good
example of an SRS and an example of how a swarm of robots
can adapt as a response to its environment. Slimebot has been
designed by taking the slime mould as a model living system and
modelled it as an ‘embodied’ coupled non-linear oscillator system.
It consists of many identical modules with simple motile functions.
It is equipped with a fully decentralised algorithm able to control
the morphology of the modular robot in real-time according to
the encountered environment, such as obstacles. One of the most
significant features of their approach is that they exploit ‘emergent
phenomena’ stemming from the interplay between control and
mechanical systems. Their results show high adaptability, high
scalability and high fault tolerance [22].

SR algorithms must fit and make full use of the features
of SR [10]. The algorithms should scale well with the number
of robots as well as targets, and should neither use a highly
heterogeneous population nor use operations that are impossible
for real robots (e.g., spawn). Also the algorithms should not rely
on global information. As the individual robots in a robotic swarm
should be simple with limited resources, the algorithms should
not involve heavy computations, nor require a lot of memory and
communication.

SRSs have abilities that are particularly beneficial in application
domains of target search and tracking. For example, their
distributed sensing ability is useful in environmental monitoring
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and surveillance, their ability to operate in environments that are
hazardous or inaccessible to humans is useful in search & rescue
and disaster situations and their scalability is useful since these
tasks can scale up or down [9].

In spite of these potential advantages of SRSs, there are also
several serious challenges involved with their design. A centralised
system can be realised in a much simpler structure than a
distributed one [23]. Moreover, in the centralised version, an
optimised plan is always guaranteed due to the presence of a single
leader who can make an optimal decision by evaluating all the
relevant information gathered from the team members [24]. When
this central decision-maker is taken away, it is extremely difficult
to achieve even the most basic properties that are expected from
an MRS, such as stability, coordination and coverage [23]. The
difficulty in predicting the emergent swarm behaviour makes
research in the area of SR immensely challenging. However, the
potential advantages of using such systems in the real-world make
it a worthwhile effort.

3. Search and tracking problem variants

In the literature, researchers have considered various problem
setups when addressing the problem of target search and tracking.
These vary in certain parameters and assumptions used, which in
turn may also narrow down the focus of the study to certain sub-
problems. In this section, we discuss the differences among these
problem variants using a taxonomy adopted from [25].

3.1. Number of targets

The problem of target search and tracking may be divided
into two main scenarios depending on the number of targets to
be searched or tracked: single target and multiple targets. When
tracking a single target with any MRS, the main focus would be on
sensor data fusion from multiple trackers in order to improve the
target state estimation accuracy [25].

The multiple targets scenario can be viewed as an extension of
the single target case, where many other uncertainties come into
play. For example, the number of targets may be unknown, or may
even vary with time. But even when the number of targets is known
and constant, there is still uncertainty in sensor measurements, as
it could be coming from any one of the targets. This is the problem
of data association. And unlike in the single target scenario, robots
need to spread themselves appropriately among the multiple
targets, which calls for a task allocation method.

The ratio between the number of targets and trackers is
another important characteristic that influences the solution
approach [25]. For example, when the targets significantly out-
number the trackers, it may not be possible to track all the tar-
gets all the time, and the objective may be maximising the average
number of targets that are being observed by at least one robot
throughout the mission [4]. And another possible approach would
be to group targets into clusters and track those clusters instead of
tracking them individually [26]. When it comes to tracking a large
number of moving targets as in a crowd of people or a herd of an-
imals, observing each individual separately is neither realistic nor
necessary. People in a crowd or animals in a herd tend to move to-
wards common destinations collaboratively as they can navigate
more accurately than when alone [27,28]. Therefore it would be
more efficient to track a cluster of targets in such a scenario. On
the other hand, when the number of targets are significantly less
than the trackers, it would be possible to track all the targets all the
time, and small subgroups of robots may be formed and assigned
to each target [29,30]. When the targets and trackers are equal in
number, each target may be assigned to one robot, either dynami-
cally or during initialisation in a static manner [31].

3.2. Mobility of targets

According to the mobility of the targets, the problem becomes
either searching for stationary targets or tracking moving targets.
While the stationary target case has been studied extensively in
the SR community [32-34], less work has been done considering
mobile targets [35,36]. In the case of stationary targets, the only
uncertainty is of noisy observations, i.e. there might be false
alarms or missing measurements. But for moving targets, there is
additional uncertainty in target motion.

The mobility mode of the targets should also be considered,
for example, the target may be moving on the ground, swimming
under water or flying in the air. As SR is a relatively new research
area, most of the works in target search and tracking so far has been
tested under controlled conditions, and has focused on ground
moving targets moving on a 2D plane.

3.3. Mobility of trackers

Although trackers in wireless sensor networks may be mostly
stationary, in the case of a robotic swarm, they are always mobile.
But the mobility mode of the trackers highly influences the
problem solution. It governs the trackers’ view of the world as
well as speed and agility of motion. The trackers may be the
same as the targets, for example ground moving trackers tracking
ground moving targets, flying trackers tracking flying targets, etc.
Alternatively, the mobility mode of the targets and trackers might
be different, for example flying trackers can be used to track ground
moving targets.

3.4. Complexity of environment

Complexity of the environment is an important factor govern-
ing the design of an MRS, because a robot’s interactions with other
robots and with the environment play crucial roles. In the case of
an open space, the only interactions to take into account are those
among the trackers and targets. In structured environments, such as
office-type indoor environments, the structure of the environment
can be exploited for target detection or the motion planning of the
robots. However, in unstructured environments, i.e. cluttered envi-
ronments, occlusion caused by the environment structure should
be taken into account as uncertainties in sensor measurements.
The environment may also affect the mobility of the trackers and
targets, due to uneven terrains, obstacles and in dynamic environ-
ments, environmental changes such as wind forces.

3.5. Prior knowledge of target motion

When tracking mobile targets using mobile robots, any prior
knowledge on target motion would greatly help in predicting the
next position of the target so that the robots’ movements can be
controlled accordingly. When the motion of the target is com-
pletely known, its motion model is said to be ‘deterministic’ [25].
The most classic example is in missile tracking applications, where
the missile is known to follow a trajectory governed by the laws of
physics [37]. In [38], simulation experiments were run to demon-
strate how the integration of target dynamics into sensor planning
improves tracking performance. The experiments involved a group
of ground robots tracking an aerial target, whose motion was de-
terministic. The target motion is called ‘probabilistic’, when the
prior knowledge of targets’ motion can be modelled with random
variables [25]. For real-world applications however, there is often
no priori information about target movements. In these cases, the
alternatives are to either assume a simple motion model [39,38] or
a random motion model such as Brownian motion [40].
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Table 1
MR decision making as optimisation problems.

Objective

Metric to optimise

Task allocation [43,33,34] Map a set of robots to a set of tasks

Path planning [44-47] Generate paths for multiple robots

Formations [35]

environment
Target tracking or
observation [4,35]

Enable robots to move into a desired formation, or to
maintain a specific formation, while moving through the

Control cooperative robot motions to ensure that a group of
targets remains under observation by the robots

Optimise overall system utility. Here, “utility” refers to a
combination of the quality at which a robot can execute a given
task, and the cost it incurs in executing that task (e.g., power
consumption) [43].

Minimise a performance metric e.g., combined robot path
lengths [45], combined travel times for robots to reach their
respective goals [47], combined energy use [46].

Minimise the error between each current robot position and that
robot’s assigned position in the formation.

Optimise a combination of the time in which targets are under
observation and a robot cost function [4].

3.6. Type of cooperation

The cooperation among the swarm members is essential to
achieving the desired team performance in an SRS, which is
superior to the mere sum of individual performances. The robots
are able to make two different types of improvements on their
overall performance via cooperation: (1) uncertainty reduction and
(2) target allocation. The first kind of cooperation is used in the
single target scenario, by combining measurements from multiple
sensors for a more accurate estimate of the target position than
is possible by a single sensor alone. In the case of target search
and tracking using an SRS, sensor observations from different
robots can be combined in order to estimate the current target
location and velocity. Powers et al. [41] approached the problem of
cooperative multi-robot (MR) tracking of multiple moving targets,
focusing on sensor fusion. Target allocation is used in the multiple
target scenario, for improving tracking performance by allocating
targets to the trackers who are in the best position for tracking
them. This can be seen as a Multi Robot Task Allocation (MRTA)
problem, where the goal is to assign tasks to the robots in a
way that the global objective is achieved more efficiently through
cooperation [34]. For the problem at hand, the ‘tasks’ would be
individual targets or clusters of them and the goal objective would
be to track them reliably and efficiently.

3.7. Coordination among multiple trackers

In order to reap the maximum benefits from the coopera-
tion among the robots, a good coordination strategy is essential.
Robot coordination strategies can be broadly divided into two main
categories, namely, explicit coordination and implicit coordina-
tion [25]. In explicit coordination, the behaviour of one robot can
be influenced by another robot via explicit communication [25].
In implicit coordination, the individual robots make independent
decisions on how to behave, based on the information it gath-
ers through its own observations and communication with oth-
ers [25]. When using explicit communication, the accuracy of the
exchange of information between robots is guaranteed. However,
the communication load of a system will increase with the number
of robots, possibly deteriorating system performance [42]. When
using implicit communication, although the information obtained
by a robot is not completely reliable, the stability, reliability and
fault tolerance of the overall system are improved [42].

4. Search and tracking algorithms for swarm robotic systems

As mentioned earlier in Section 2, features of SRSs make them
very well suited to target search and tracking. In this section,
we discuss search and tracking algorithms that have been or
potentially can be used in SRSs. We classify these algorithms into
two main types: one inspired from SI algorithms and the other
inspired from other methods. These two categories of algorithms
have been presented separately in the following subsections.

4.1. Search and tracking algorithms based on swarm intelligence

It is easy to see the analogy between swarm optimisation
algorithms and SR search algorithms. They both search for
‘best locations’ within some search space using swarms. In fact,
as Parker [48] explains, all fundamental MR interaction skills,
including target tracking, involves a decision-making process that
can be formulated as optimisation problems as given in Table 1.
Thus it is evident that SI algorithms can be applied to finding near-
optimal solutions for these problems.

Parker [48] also notes that these optimisation problems are
typically not treated as global optimisation problems as they are
known to be NP-complete. The necessity of real-time responses
by the robots leaves insufficient time to calculate globally optimal
solutions, unless the problem is very small-scale. Therefore
distributed methods that incorporate only local cost/utility metrics
are normally used even though they can only approximate the
global solution. These sub-optimal solutions often are sufficient for
practical applications.

As SI algorithms essentially emphasise on decentralised local
control, local communication, and on the emergence of global
behaviour as the result of self-organisation [7], they naturally fit
and make use of the main features of SRSs. This can be seen as
the main reason why many of the existing SR search and tracking
algorithms have been based on prominent SI algorithms.

Search and tracking algorithms presented in the remainder of
this subsection are categorised by the original SI algorithm they are
inspired by. The robotic algorithms discussed herein have mainly
used ideas from SI for modelling the behaviours of individual
robots, where each robot is treated as an agent/particle in the
corresponding SI algorithm.

4.1.1. Particle swarm optimisation

Particle Swarm Optimisation (PSO) is an SI algorithm which
was developed by Kennedy and Eberhart [49,50] in an attempt
to graphically simulate the flocking behaviour of birds [51]. PSO
models a set of potential problem solutions as particles that are
flown through a problem space, with attractions to positions
at which best results (fitness) are achieved. A particle updates
its velocity and subsequently its position in the search space
according to its own personal best position and also the overall
best position achieved within its neighbourhood, which may be
global [50] orlocal [51]. The velocity (v) and position (x) updates of
the ith particle performed at the kth step of the PSO algorithm are

vf = wuof T Fan(i — X + ars — X (1)

and

k _ k=1 k
Xp =X T, (2)
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where v!‘ and xf represent velocity and position vectors for the
ith particle in the kth time-step, p; represents the personal best
position of the ith particle and p, represents the overall best po-
sition of all particles within the neighbourhood. ¢; and ¢, are con-
stants called cognitive and social scaling parameters respectively,
and rq, r, are random numbers drawn from a uniform distribu-
tion. The parameter w is termed inertia weight and was introduced
in [52] to control how much the current velocity of the particle con-
tributes to its velocity in the next iteration. It plays the role of bal-
ancing the global search and local search [52].

The original PSO algorithm was meant for solving global
optimisation problems. Therefore it can be easily adapted for
searching a single stationary target using multiple robots. Pugh
and Martinoli presented the earliest MR search algorithm based
on the principles of PSO [32], considering the stationary single-
target case. They use a one-to-one mapping between particles
in the PSO swarm and robots, with modifications to handle real
world constraints. These include obstacles as well as limitations
on movement and communication ranges. Like the particles in
the SI algorithm, each robot has perfect knowledge of its position
and heading in a global coordinate system. The main difference
in this robotic algorithm is that each robot only considers other
robots within its fixed communication range, leading to dynamic
neighbourhoods as robots move.

The above-mentioned robotic algorithm is then modified to
work on robots that are not aware of their global position. Because
odometric information is very noisy, the robots can only know
their current and immediately previous locations with reasonable
accuracy. Therefore the strongest detection is limited to be either
the current or immediately previous detection. If the current
detection is stronger, there is no personal best component to
the modification of the velocity. But if the last detection was
stronger, the personal best component is in the direction towards
its previous position. Because the robots have a short memory, they
only communicate their current detections with each other.

Through simulation experiments, the above two robotic search
algorithms are tested with varying numbers of robots and commu-
nication ranges. The authors [32] report that although the robots
succeed in congregating around the target, they do not converge
to stable positions. They suggest possible improvements such as
decreasing the inertia weight linearly during the search and hav-
ing robots that detect very strong signals stop exploring in order
to record that position and serve as a constant beacon for others.
Based on the fact that PSO has been used successfully on prob-
lems which have multiple optima as well of dynamic problems,
they suggest that PSO may be adapted for MR search in more com-
plex scenarios such as multiple targets and also in dynamic envi-
ronments like in odour localisation in a natural situation [53].

The use of multiple swarms is the main method used to adapt
PSO to solve multi-modal problems. Species-based PSO (SPSO) [54]
and Niching PSO (NichePSO) [55] are such variations of the PSO
algorithm that use subswarms to locate multiple optimal solutions
for multi-modal optimisation problems. The multi-swarm idea has
also been used in SR solutions to multi-target search. One such
example is [31], where an MR PSO search algorithm is proposed
for finding a known number of stationary targets within an indoor
environment. In the problem addressed, each target was equipped
with a mobile phone and robots were equipped with sensors to
detect the RF signals emitted by the mobile phones. Each robot
was assigned to a particular target at the start of the search.
The robots assigned to the same target formed subswarms that
stayed in their local neighbourhood throughout the search, and
exchanged best detection positions with each other. In addition
to the multi-swarm approach, they also addressed the problem of
overshooting targets by using an adaptive Received Signal Strength
(RSS) weighting factor in the velocity calculations to slow down the
robot as the target is approached.

The clustering PSO algorithm (CPSO) presented in [30] was
aimed at addressing dynamic optimisation problems where
locating and tracking multiple changing optima over time is
important. CPSO starts from an initial swarm called the ‘cradle
swarm’, and employs a hierarchical clustering method to create
subswarms. This enables CPSO to assign particles to different
promising subregions, adaptively adjust the number of subswarms
needed and automatically calculate the region for each subswarm.
Even though this algorithm has not been implemented on a robotic
system, it seems a promising candidate to be adapted into an SR
algorithm.

4.1.2. Bees algorithm

Bees Algorithm (BA) [56] models the foraging behaviour of a
colony of bees for the richest and closest food source. The original
algorithm by Pham et al. [56] was a combination of neighbourhood
search and random search, with the goal of finding a single value
which represents the global optimum. Thus, if applied to target
search, this algorithm would only be able to locate a single target.

Jevti¢ et al. [33,34] presented a distributed bees algorithm
(DBA), which was a modified version of the original BA suitable
for multi-target search and coverage in an unknown area. The
objective of this algorithm is distributing a swarm of robots in
the area so that targets with higher fitness attract more robots.
Considering this task at hand, they identified two issues with
the original BA to improve on. The first issue is the centralised
nature of the selection of the best targets and recruitment of bees,
and the second is the lack of collective component in function
minimisation. In their method, when a robot found a target (say
the ith target), it was automatically assigned to it. This robot
then communicated information on the estimated target location
(xi, yi) and the quality of the target (q;) to other robots in its
range. Unassigned robots that received information about different
targets, calculated their “utilities” with respect to each of those
targets. Utility (pf) is the probability that the kth robot is assigned
to the ith target, and is dependent on the target’s quality (g;) and
the associated cost, which is the kth robot’s distance to the ith
target (df-‘). Utility of the kth robot with respect to the ith target
is calculated by

kB
Pi-{ _ q;* 1; ’
kB

_ (3)
Z q;* nj
j=1
where M is the number of available targets, and @ and § are control
parameters used to bias the decision-making mechanism towards
the quality of the solution or its cost, respectively. nf‘ denotes the
visibility of the ith target to the kth robot, and is defined as the
reciprocal value of the Euclidean distance between the robot and
target.

nk _ l _ 1
Cd =)+ i —y?

Once a robot has these probabilities for each target, it then
probabilistically determines which target to go to. This decision
making process is referred to as the roulette wheel selection method,
which is very popular in genetic algorithms. In [33], results of the
experiments with a few real robots were presented and in [34],
results of simulation experiments to prove that DBA is highly
scalable in terms of the number of robots and targets, and also
adaptable to a non-uniform distribution of target qualities were
presented.

(4)
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4.1.3. Artificial Bee Colony Optimisation

Artificial Bee Colony (ABC) algorithm, introduced by Karaboga
[57] is an optimisation algorithm based on a model of the foraging
behaviour of a honeybee colony, for solving multidimensional
and multimodal optimisation problems. Unlike other swarm
intelligence algorithms where individuals in the swarm represent
candidate solutions, in ABC, the food sources represent possible
solutions while bees act as variation agents responsible for
generating new sources of food.

In the model, the colony of artificial bees consists of three
groups: (1) employed bees that are linked to a particular food
source, (2) onlookers who observe the waggle dance of the em-
ployed bees within the hive to select a food source and (3) scouts
who search randomly for new food sources. Initially, all food source
positions are discovered by scout bees. Thereafter, employed bees
and onlooker bees continue to exploit the food sources until they
are ultimately exhausted. Once the food source is exhausted, the
employed bee which was exploiting it becomes a scout bee and
searches for further food sources once again [58].

The search process of the ABC algorithm is robust, as the explo-
ration and exploitation processes are carried out simultaneously:
onlookers and employed bees perform exploitation of the search
space, while the scouts perform the exploration [57].

Similar to other SI algorithms like PSO and Ant Colony
Optimisation, ABC has also been used for path planning in mobile
robots. One such example is [45], where the ABC algorithm was
used for path planning of micro-robots used in drug delivery. In the
first step of their method, initial solutions consisting of velocity and
angle for each robot are generated, and treated as ‘food sources’.
Employed bees update these food sources, and the micro-robots
use the food sources generated by the employed bees to update
their positions. The onlookers select a food source probabilistically,
where the food sources with better fitness have higher chances of
being selected. The probability that a food source will be selected
is given by

fi
N
;fn

where N is the number of food sources and f; is the fitness value of
food source i.

Another example is [59], where the ABC algorithm was
combined with the time rolling window strategy [60] to design
a novel path planning method for a mobile robot in a dynamic
environment. They show through simulations that the proposed
method is able to effectively avoid obstacles, static and dynamic,
and the planning method is suitable for real-time applications.

pi= ; (5)

4.1.4. Ant Colony Optimisation

The Ant Colony Optimisation (ACO) algorithm developed by
Dorigo et al. [61,62] is based on the foraging behaviour of some
ant species: how they seek the shortest paths between the nest
and food sources. Ants lay down pheromones as they wander
randomly searching for food sources, and then use these trails of
pheromones to guide them back to the nest along the shortest path.
The shortest path is found from the pheromone levels alone. As
pheromones evaporate with time, its level on longer paths become
lower than those on shorter paths. For the problem of target search
and tracking, algorithms based on pheromone-trails are mostly
used for optimal path planning.

Hoff et al. [63] presented two ant-inspired robot foraging algo-
rithms which allow coordination between robots. This algorithm
uses direct communication between the robots instead of using
environmental markers. They assume that the robots have limited

sensing and communication capabilities and no explicit global po-
sitioning. Both algorithms use the concept that each robot can dy-
namically take on one of the two roles of stationary environment
beacon or wandering robot. However, they differ in when the bea-
con role is chosen and what kind of information the beacon emits.

ACO has also been modified for multiple odour source
localisation [64,65]. This modified ACO algorithm includes the
three stages, namely, local traversal search, global search, and
pheromone update. The first two are extra search modes compared
to the original ACO, and are added to improve the search
performance of the robot system. There is also an odour source
verification procedure that is performed at certain intervals, in
order to speed up the search and localisation of the odour sources.

The ACO algorithm has also been applied to the multidimen-
sional assignment problem in target tracking. In [66], a novel
data association technique based on an improved ACO algorithm
(ACODA) was proposed. Inspired by how ACO is applied to the trav-
elling salesman problem [67], ACODA models each measurement
as an ant, each track as a city, and the problem of data association as
the food locating by ants. Here, a measurement is taken to be from
either a target or a false detection due to clutter. The algorithm is
tested in simulation with varying numbers of targets (2-6) moving
on a 2D plane in straight line paths. Experiment results show that
the ACODA algorithm demonstrates superior performance both in
computational time and accuracy.

4.1.5. Bacterial Foraging Optimisation

Bacterial Foraging Optimisation (BFO) was proposed by Passino
[68] as a multimodal function optimisation algorithm inspired
by the chemotactic behaviour of bacteria such as the Escherichia
coli (E. coli) bacterium in an environment with nutrients [69].
Bacteria movements mainly consists of two motile behaviours:
‘run’ (‘swim’), which is movement in a particular direction, and
‘tumble’, which is a change in direction. The basic idea behind
BFO is natural selection: eliminating bacteria with poor foraging
strategies and favouring those with better foraging strategies.

The position displacement of a bacterium during one step of the
algorithm is given by

6iG+ 1,k D) = 6,G, k, ) + C(D¢ (), (6)

where 6;(j, k, ) represents the position of the ith bacterium at
the jth chemotactic step in the kth reproductive loop of the Ith
elimination-dispersal event, C(i) > 0,i = 1,2,...,N is the
basic chemotactic step size that defines the length of steps during
runs and ¢ (j) is a unit length random direction which is generated
within the range [0, 2¢] during the chemotactic step. The
bacterium compares the fitness values at the previous and current
positions and makes a decision where to move next. If the current
position has a higher fitness value, it swims in the same direction
(¢(j)) without tumbling. Otherwise, it tumbles, generating a new
random value for ¢(j). At the end of the specified number of
chemotactic steps, a reproduction step is executed. During this
step, bacteria are evaluated and sorted in descending order of
fitness, in order to distinguish the healthy bacteria. The first half
of the bacteria are retained and duplicated while the second half
is eliminated. After the specified number of reproduction steps, an
elimination-dispersal step is executed in order to help hasten the
process of optimisation. Here, bacteria are dispersed according to
the specified elimination and dispersal probability.

In [70], the BFO algorithm was adapted to chemical concentra-
tion map building. They implemented an MRS to search an un-
known area in order to find the region with the highest chemical
gas concentration as well as to build the gas concentration map.
They only implemented the chemotactic step of the algorithm, as
the other two steps are not possible for robotic systems. As with
the original BFO algorithm, the robots do not communicate their
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fitness values with each other, and search on their own. In BFO, the
reproduction step is what guides the swarm towards better areas
in the search space, but the algorithm in [70] omitted this step and
did not utilise any form of communication between the robots to
compensate for the lack of cooperation within the swarm. There-
fore, the robots failed to gather around the optimal positions and
ended up in different positions at the end of the search. But for
the problem they addressed, communicating the detections to a
remote computer and building a gas concentration map, the algo-
rithm has proven to perform rather well.

4.1.6. Glowworm Swarm Optimisation

Glowworm Swarm Optimisation (GSO) by Krishnanand and
Ghose [71] is a distributed algorithm modelled on the behaviour of
glowworms, which is capable of capturing multiple local optima
of multimodal functions. The special feature of this algorithm is
the adaptive local-decision domain which enables the automatic
partitioning of the swarm into smaller groups, enabling them to
converge on multiple sources simultaneously [72]. The agents in
this algorithm carry a luminescence quantity called ‘luciferin’ along
with them for stigmergic communication among the members,
somewhat analogous to the pheromone deposits in ACO [73]. The
main difference is that this luminescence move along with the
glowworms, unlike the pheromones that stay at places visited by
the ants.

The GSO algorithm starts by placing the glowworms randomly
in the workspace so that they are well dispersed. Initially, all the
glowworms contain an equal quantity of luciferin. Each iteration
consists of a luciferin-update phase followed by a movement-
phase based on a transition rule [73]. The luciferin update rule is
given by

[t+1) =01-pi®) +yit+1), (7
where [;(t) represents the luciferin quantity in agent j at time ¢,
p is the luciferin decay constant (0 < p < 1), y is the luciferin
enhancement constant, and J;(t) represents the value of the objec-
tive function at the location of agent j at time t. The luminescence
level of a glowworm is an indication of the net improvement it
has made by traversing from its initial location to the present loca-
tion [71]. The decaying nature of the luciferin (first term in Eq. (7))
indirectly allows the agents to escape inferior regions and move
towards promising regions of the objective functions space [73].

During the movement-phase, each glowworm decides using a
probabilistic mechanism to move towards a neighbour that has a
higher luciferin value than its own. The glowworms have a higher
probability of moving towards the brightest neighbours. Once a
glowworm i decides to move towards a brighter glowworm j, it
moves to the next position

x;(t) — x;(t)
lI%(6) =% ()
where x;(t) represents the location of glowworm i at time t and s
is the step size. A suitable function is chosen to update the local-
decision range, enabling each glowworm to select its neighbours
in such a way that its movements get biased towards the nearest
source.

A distributed algorithm based on a GSO has been applied for
localising radiation sources using a team of mobile robots [73].
These robots perform subtasks such as relative localisation of
neighbours, selection of a leader among current neighbours,
updating of the associated luciferin and local-decision range, and
making a step-movement towards the selected leader. As the
local-decision range (ry) update rule proposed in [71] results in
oscillatory behaviour, the following new update rule is proposed.

ri(©) + B1INi(t)],
ry(©) — B1INi(D)],

x(t+1) =x() +s (8)

if INi(O)] < n,

rit+1) =
a otherwise,

(9)

where 7 and B, are constant parameters and n. is an explicit
threshold parameter used to control the number of neighbours
at each iteration. It is reported that a substantial enhancement
in performance is achieved by using this new rule. However, the
algorithm is validated through experiments using only four real
robots and one sound source.

GSO has been proven effective for pursuing multiple mobile
targets [36] using simulation results for single and two source
cases. Through these numerical experiments, upper bounds on
the relative speed of a moving source below which the pursuers
succeed in chasing the source are identified. However, as these
simulations consider agents as points, agent collisions are ignored.

In a subsequent study [74], real-robot-experiments using a set
of four wheeled robots are carried out in order to assess the GSO
algorithms suitability for multiple source localisation tasks. Sim-
ilar to the PSO-inspired robotic search algorithm [32], the orig-
inal SI algorithm is modified in order to make it suitable for a
robotic implementation. The changes are made taking into con-
sideration, real world constraints such as limitations on linear and
angular movements, collision avoidance and special leapfrogging
behaviour where agents move over one another to perform lo-
cal search. However, despite the aim of localising multiple signal
sources simultaneously, they only conduct real-robot-experiments
source localisation using two robots and a single light source. They
do claim however that their GSO-based approach can be extended
to multiple signal source localisation by using a larger number of
these robots.

4.1.7. Firefly Algorithm

Firefly Algorithm (FA) was formulated by Xin-She Yang [75,76]
based on the flashing pattern of tropical fireflies. It is very similar to
GSO in its basic principle, i.e. fireflies are also attracted to ‘brighter’
neighbours. However, unlike the glowworms, the fireflies glow
with intensities directly proportional to the value of the objective
function at their current positions. The attractiveness of a firefly is
proportional to its brightness, and this decreases with the distance
at which it is observed. The variation of attractiveness B with
distance r is given by

B=poe ", (10)

where By is the attractiveness at r = 0 and y is the fixed light
absorption coefficient of the medium. The movement of firefly i
which is attracted to a brighter firefly j is given by

1 —yr2
X=X+ Boe i (6 — X)) + e, (11)

where x{ and x{ denote at the positions of fireflies i and j at
time t, respectively. The second term is due to the attraction
to the brighter neighbour and the third term is randomisation.
a; is the randomisation parameter which can be tuned to scale
the random component and ¢/ is a vector of random numbers.
This random vector is typically drawn from either Gaussian or
uniform distribution, but can also be extended to other probability
distributions [76]. Unlike in GSO where one brighter neighbour
is probabilistically chosen to move towards, in FA, each firefly is
attracted to all other brighter fireflies and consequently moves
towards an average position.

The main advantages of FA are the automatic subdivision and
the ability to deal with multimodality [77]. Because the algorithm
is based on attraction and the attraction decreases with distance,
the population can automatically divide into subgroups. This
enables the swarm to simultaneously cover different modes or
local optima, among which the best global solution can be found.
Given a large enough population size with respect to the number of
modes, the swarm would be able to find all optima simultaneously.
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This is what makes FA very efficient at multimodal optimisation
problems.

FA has been adapted for solving path planning problems [78].
The new path planning method based on firefly algorithm
that was proposed in [79], improved the solution quality and
convergence speed by making the randomisation parameter and
light absorption parameter adaptive. In addition, a new modified
FA (MFA) for solving the path planning problem for uninhabited
combat air vehicle (UCAV) has also been developed [80]. In
this new algorithm, a modification was applied for exchanging
information between top fireflies during the process of light
intensity updating, which accelerated the global convergence
speed whilst preserving the strong robustness of the classical
firefly algorithm [78].

FA has also been modified for optimisation in dynamic
environments [81-84] and tested on the moving peaks bench-
mark problem [85]. Dynamic environment is usually solved by
FA using the multi-swarm population scheme, which can respond
quicker to the changing environment [81,82]. Additionally, the
adaptation to changing environment is faster, when the control
parameters of FA are taken into account. In [81], FA was hybridised
with learning automata that was employed to tune the control
parameters for dynamic environments. The adaptation of control
parameters has also proven useful for solving the multi-objective
problems [84].

4.1.8. Biased Random Walk

Based on Biased Random Walk (BRW) [86], Dhariwal et al. [87]
present an MR algorithm for locating stationary gradient sources
with time-varying intensities. Similar to BFO, this algorithm is also
inspired by the chemotactic movements of bacteria. When the
robot does not detect anything, it moves a fixed-length distance
in a particular direction before randomly changing its heading
(tumbling). But when there is a positive change in a robot’s
successive detections, it decreases its tumbling frequency and
consequently increasing its run length.

This method has a very small memory requirement, as the
robot is only required to remember its last sensor reading. The
processing needed is also minimal, as the robot only compares
its successive sensor readings at each time step. The algorithm
was verified through extensive simulations for different source
models and robot deployment strategies. In the experiments with
real robots, they employed photo sensors on robots to detect a
light source inside a test bed with an overhead camera to detect
the positions of the robots. It was observed that all targets are
tracked simultaneously, and that sources with higher intensities
are tracked by a larger fraction of robots. The main drawback of the
algorithm is that it does not use any form of communication among
the robots, and thus it is possible for all the robots to converge
around the same source.

4.2. Search and tracking algorithms based on other methods

This subsection discusses some non-SI based algorithms for
target search and tracking applications.

4.2.1. Distributed Kalman Filter (DKF)

Wang and Gu [88] addressed the problem of tracking a single
moving target with a group of robots equipped with vision cameras
to detect the target. Their distributed tracking algorithm comprises
of a distributed Kalman filter (DKF) for target position estimation
and a distributed flocking algorithm for robot motion control.
Although target position estimation using multiple sensor data is
possible with a centralised Kalman filter (CKF) [89], it needs to be
executed at a unit where all sensor measurements are available.
As it is neither scalable nor robust for a single robot to receive

measurements from the entire group of robots, they propose a
DKF as an alternative. In the proposed DKF, each robot would
only communicate information with its neighbours, and the DKF
is executed locally using its own measurements and neighbour
information. The information exchanged between neighbouring
robots comprises of the sensor measurement and the predicted
result. They considered the case where only a part of the robot
group could detect the target, and modelled the neighbour’s
information as additional measurement. This modelling results
in an implicit consensus algorithm among the robots which can
directly detect the target, and also enable the robots which cannot
detect the target to use the neighbour’s information to update its
target position estimate and maintain a stable estimated result.
In the next step, i.e. robot flocking control, these target position
estimates are used as a tracking destination in an artificial potential
function approach, and the entire group of robots is made to
follow and track the target. The flocking controller comprises of
two components: tracking control (cohesive potential function)
for following the target and separation control (repulsive potential
function) for robot collision avoidance.

4.2.2. Potential fields

A-CMOMMIT. Parker [4] was the first to formalise the problem of
cooperative multi-robot observation of multiple moving targets
(CMOMMT). She approached the two dimensional version of this
problem as an optimisation problem of maximising “the collective
time during which each target is being observed by at least one
robot during the mission”. Her distributed control algorithm A-
CMOMMT is inspired by potential fields, and considers two types
of local force vectors that influence robots’ movements: attractive
forces (f) towards nearby targets and repulsive forces (g) towards
nearby robots. The direction of movement for robot ith robot is
given by

n m
Zwikfik + Z &ij» (12)
k=1 j=1,j
where n is the number of targets and m is the number of robots.
In order to encourage robots to cover more of the targets, she
introduces weights (w;,) to the attractive forces towards targets
(fix). These weights are assigned considering whether a target
is being observed by other robots, causing robots to be less
attracted to targets that are under observation by others. A robot
is considered to be observing a target, if the target is inside
the robot’s sensing range (Fig. 1). Each robot communicates the
positions of all targets within its sensing range to other robots in its
communication range. It is assumed that the robots share a global
coordinate system. If the ith robot detects that the target Oy is
inside the sensing range of another robot, it will set the weighting
for that target (wj) to a low value. w;, is not set to zero as this
would increase the likelihood of losing the target. This weight is
also dependent upon the estimated target-density in the vicinity,
because if targets are sparsely located in the area, the risk of losing
track of targets is higher.

After comparing with three other approaches using both
simulations and real robots, Parker concludes that her method
outperforms the others in situations where targets outnumber
robots. For situations of lower number of targets, she suggests
that prior knowledge about the number of targets can be used in
calculating the weights for the local force vectors. Local minima or
trap situations is a well-known drawback of potential field based
control algorithms. For example, as obstacles exert repulsive forces
onto the robot, and the sum of all forces determines the subsequent
direction and speed of the robot, a U-shaped obstacle will trap it
inside, not allowing it to reach the targets. Parker did not address
the problem of local minima.
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Fig. 1. Defined ranges for the ith robot (r;): sensing range (the range in which it
can directly localise targets), predictive tracking range (the range in which targets
localised by other robots can affect its movement) and communication range (the
range in which it can communicate with other robots) [4]. Robot r; knows two types
of targets: directly sensed (e.g., Oy) and virtually sensed through predictive tracking
(e.g., Oy).

Virtual impedance method for motion planning. Ota et al. [90]
proposed a virtual impedance method for motion planning for a
distributed MRS in an unknown dynamic environment. The system
consists of a hierarchical architecture with two layers. At the upper
layer, sub-shortest paths that avoid static obstacles are generated.
Then at the lower layer, on-line avoidance is made with virtual
impedance against moving obstacles such as other robots.

The virtual impedance method is an extension of the artifi-
cial potential field method and is a decentralised on-line planning
method [90]. This method determines the motion of each robot
by means of three types of virtual forces: (1) the force generated
between a reference position of the robot at the present time and
the real position of the robot, (2) the force generated between two
robots, and (3) the force generated between a robot and an obsta-
cle. Simulation results indicate the effectiveness of the proposed
architecture. Authors conclude that although the mutual avoidance
of robots in the proposed method has room for improvement, it is
practical enough for relatively sparse environments.

4.2.3. Formation-based target following

Lee et al. [35] tackled the problem of coordinated tracking
of multiple targets moving unpredictably using a mobile robot
swarm. They consider the case when the target is only visible to a
portion of the robots. They presented a distributed approach with
two algorithms: local interaction and target tracking. The local in-
teraction algorithm enables three neighbouring robots to gener-
ate an equilateral triangle configuration of a certain predefined size.
The target tracking algorithm defines how to find a robot’s moving
direction towards a desired target, and simultaneously configure
the positions of the neighbouring robots into equilateral triangle
configuration to the desired target direction. When a robot detects
multiple targets, it selects a target to follow based on the relative
degree of attraction termed as the favourite vector (f;) with mag-
nitude ||fyl]| = H 1/d§ , where d, denotes the distance between
target g and the robot. Basically the robot chooses to follow the
target that is closest to itself. If a robot detects a target, it chooses
its neighbours based on the direction of the target and proximity.
When it cannot detect a target, it chooses its neighbours based on
its heading and proximity. This method of choosing neighbouring
robots to maintain formations with, acts as an implicit consensus
algorithm. This allows the robots that detect targets to guide the
tracking and the robots who do not directly detect a target to still
follow one by following its neighbours.

The computation of target position does not require the mem-
ory of previous states. The main advantage of this approach is that
it does not rely on some major assumptions which are common in
other works. The algorithms do not use robot identifiers, a common
coordinate system or explicit communication among the robots.
Mathematical proof for convergence properties and scalability of
the algorithms are provided, in addition to being implemented and
verified through simulations and real-robot experiments. It should
be noted that the complexities of their algorithms are quite high
compared to SR algorithms, even though they have minimised the
computational burden with the selection of equilateral triangles
for the formation. As this approach does not use any form of explicit
communication among the robots, the robots need to rely on their
own observations for coordination. To this effect, a novel proximity
sensor termed Dual Rotating Infrared (DRIr) sensor was introduced.
A pair of these was mounted on each robot in order to sense other
robots at full 360°.

5. Comparative analysis

The target search and tracking problems using an MRS can
be divided into two main sub-problems. This first is target state
estimation with a single robot which involves computing the
positions and velocities targets in the robot’s range of view from
its sensor measurements. The second is the coordination of motion
between the robots to track more targets over time [25]. Most of
the research in the area of SR focus on the latter aspect of the
problem.

Table 2 outlines the various parameters defining the problem
setups (discussed in Section 3) used in some of the MR search and
tracking algorithms described in Sections 4.1 and 4.2. It is evident
from the table that only A-CMOMMT [4] has addressed the problem
of tracking multiple moving targets that are larger in number than
the robot team.

As described in Section 1, in order to reap the maximum
benefits of an SRS, certain properties should be maintained. Table 3
outlines the characteristics of the different algorithms introduced
in Sections 4.1 and 4.2, emphasising on the necessary properties
for them to be fitting for SRSs.

Having no leader increases the robustness of the algorithm
because there is no single vital point of failure. It also increases
scalability of the algorithm because of the reduced communication
between robots. Scalability is the most important property for any
distributed MRS. Using only local communication is also important
for achieving scalability. Requiring global communication would
not only restrict the spread of the robots due to their limited
communication range but also cause communication overloading
when the swarm size increases. Having no robot identifiers also
contribute to preserving system scalability. This is because there
is always a limit to the number of unique identifiers that can
be generated, be it colours or graphical patterns. Furthermore,
assigning of identifiers is a form of centralisation. Having a
common coordinate system is also somewhat of a restrictive
assumption when it comes to SRSs. Having a very large numbers of
robots makes it infeasible for a central positioning system to track
them all, and the swarm may operate in locations where GPS and
similar systems are unavailable [32].

SRSs emphasise on simplicity of individual robots and achiev-
ing complex tasks by working in large numbers. This calls for algo-
rithms that have light enough computational requirements to run
on limited hardware resources achieving real-time performance.
Generally Sl algorithms tend to be less complex, and in many cases,
problem size is not directly linked with the algorithm complex-
ity [91]. In the PSO-based algorithms [32,31], computations per-
formed at each time-step are very simple, consisting of only a
single comparison and vector addition. The BA-based algorithm
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Table 2
Problem classification in various target search and tracking studies.

Problem Characteristics

Number of Targets/trackers Mobility of Environment Prior knowledge Cooperation Coordination
targets ratio targets complexity of target motion
Pugh & Martinoli [32] 1 <1 Stationary Empty space N/A Target estimation Implicit
Parker [4] Multiple >1 Mobile Empty space None Target allocation Implicit
Derr & Manic [31] Known <1 Stationary Cluttered N/A Target estimation Implicit
number
Wang & Gu [88] 1 <1 Mobile Empty space None Target estimation Implicit
Jevtic¢ et al. [34] Multiple <1 Stationary Cluttered N/A Target allocation Implicit
Lee et al. [35] >1 <1 Mobile Empty space None Target estimation Implicit
Table 3
Target search and tracking algorithm comparison.
Pugh & Derr & Jevtic et al. Turdeuv Dhariwal Parker[4] Wang & Lee et al.
Martinoli [32] Manic [31] [33,34] etal.[70] etal. [87] Gu [88] [35]
Leaderless v v v v v v v v
Local/no communication 4 v v v v v
No robot Identifiers v v v v v v
No common coordinates v v v v
Simple computations v v v v v v
No memory of previous states v v v v
Mathematically proven properties 4
Verified through simulations v v v v v v
Verified through real robot experiments v v v v v v

in [33], each robot only calculates its own utilities for each target.
Similarly, BFO-based algorithm in [70], the GSO algorithm in [36]
and BRW algorithm in [87], also have simple computations. The
non-SI algorithms discussed here generally require more compu-
tational power than the SI algorithms, with the exception of the
A-CMOMMT algorithm. The time update and measurement up-
date calculations of the DKF algorithm and separation control of
the flocking algorithm are computationally far more complex com-
pared to the SI algorithms, and this increases with the number of
neighbouring robots. The algorithm in [35] also has large number
of computational steps including computation of favourite vector
for selecting a target to follow, computation for neighbour selec-
tion, computation of distances and angles with neighbours for for-
mation control.

The SI algorithms only use local communication or do not use
any explicit communication at all. In the two PSO-based algo-
rithms [32,31], the robots only share their detections with their
neighbours, which does not cause a lot of data traffic in com-
munication. The BRW algorithm in [87] uses no communication
between robots. The non-SI algorithm [88] also uses local commu-
nication, however, the robots exchange a lot of information includ-
ing the detections and the predictions.

In order to search or track multiple targets simultaneously, the
robots should be partitioned and assigned to different targets. The
highest performing automatic robot partitioning technique can be
seen in the GSO algorithms in [73,36], where the adaptive local-
decision domain enables the automatic formation of robot clusters
that can converge on multiple targets simultaneously. The simplest
approach is seen in the PSO algorithm in [31], where the robot
partitioning is done in manually by assigning a target to each robot
at the start of the search, resulting in subswarms being formed
by robots tracking the same target. In the BRW algorithm in [87],
partitioning of the robots is done in a random manner as the
robots do not cooperate with each other. This partitioning does not
always guarantee that all the targets will be covered, as there is the

possibility of all the robots converging around the same target. In
the BA-based algorithm [33,34], the probabilistic target allocation
results in the swarm being partitioned among the targets according
to their quality values. In [35] the robots are programmed to follow
the closest target, and this results in the robot population being
partitioned so that every target is followed.

As SRSs are built up of a large number of robots, the possi-
bility of robot collisions is very high. Therefore adopting an ob-
stacle avoidance mechanism is crucial for achieving a good sys-
tem performance. There are a few different obstacle avoidance
methods incorporated in the works discussed in this paper. The
simplest approach is to use robots’ on-board sensors to detect
immediate obstacles. This is the method used in GSO-based ap-
proach in [73] and also the PSO-based approach in [32] which is
stated to use Braitenberg obstacle avoidance [92]. Another pop-
ular method common to some algorithms is artificial repulsion,
where obstacles are modelled as artificial repulsive forces acting
on the robots [4]. Even SI-based algorithms like the BFO algorithm
in [70] incorporate artificial repulsive forces in their control al-
gorithm in order to avoid obstacles and other robots. In the PSO
algorithm [31], when robots calculate their next positions, they
check for other robots in their path. Upon detecting a potential
collision, the algorithm will calculate a new random direction for
the robot and check for collisions again, until a collision-free path
is encountered. If a collision-free path is not available, the robot
waits for the other robots to move out of its way before pro-
ceeding. Both the ABC-based path planning algorithms in [45,59]
include obstacle avoidance in each path segment. The micro-robots
in [45] detect the boundaries of static obstacles and adjust their
trajectories such that they keep a specified distance from them. In
the distributed flocking algorithm in [88,35], inter-robot collision
avoidance is not explicitly discussed. Even though the formations
that the robots maintain would prevent such collisions, it should
be noted that maintaining the formations stably is difficult.

In[35], scalability and convergence of the algorithms are proved
mathematically for the case where the robots are faster than
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the targets. However, most of the algorithms discussed here are
not analysed theoretically, and do not provide any mathematical
proof of properties like convergence and stability. This however,
is an open problem concerning all meta-heuristic algorithms [91].
The efficiency of the algorithms are often demonstrated either
through comparison with other algorithms and/or applications
to well-known problems, but the mathematical analysis lacks
behind [91]. PSO is among the small minority of algorithms for
which convergence analysis has been carried out. Even though
GSO algorithm includes some theoretical analysis on the clustering
behaviour of the swarm, it is not up to the desired level [72].

All of the SI algorithms discussed in this paper have been veri-
fied through simulations, and some [33,73] have also been tested
using real-robot experiments. The tendency to use simulations in
verifying SRSs is due to the unavailability of a large number of
robots to carry out real-world experiments. Even the works that in-
clude experiments with real robots have only used a small number
of robots due to this limitation, and have resorted to simulations
in order to test their algorithms with a higher number of robots.
All of the non-SI based algorithms discussed [88,4,87,35] have
been verified through experiments using simulations and also real
robots.

The necessity to sample the gradient of some physical, chemical,
biological, or electromagnetic property in order to locate potential
sources or entities is common to most target search and tracking
applications [72]. However, a good search or tracking algorithm
should not be susceptible to plateaus (dead space) in the gradient
field. This problem can be avoided by incorporating randomness
into the algorithm. The BRW method discussed in this paper is a
perfect example of this: when the robots sense a positive gradient
they take larger steps in that direction, but in the absence of a
gradient, the robots move in a fixed length random walk. In the
case of GSO however, the glowworms only move towards ‘brighter’
neighbours and this handicaps them when they are at a dead space
in the gradient field. This was demonstrated in [93,94], where GSO
was compared against BRW using benchmark datasets having such
dead spaces.

In addition to the more popular Brownian random motion,
strong support has also been found recently for Lévy flight search
patterns across a vast array of animals including open-ocean
predatory fish [95] and birds [96]. Lévy flights are a special class of
random walk with step lengths drawn from the Lévy distribution
which has a power-law tail, instead of the normal Gaussian
distribution used in Brownian motion. This results in many small-
step ‘walk clusters’ interspersed by longer relocations [96]. Lévy
flights have been adopted to improve recent SI algorithms such
as GSO [97], FA [98], and Bat Algorithm [99] and even MR
search [100].

The problem of tracking multiple moving targets calls for an
algorithm that is capable of finding multiple optima in parallel,
tracking located optima and also balancing the exploitation of
known optima and the search for new optima [101]. In order to
find multiple optima in parallel, the algorithm should be able to
maintain diversity in the population so as to avoid the whole
population converging to one optimum without finding all the
optima [85]. Lévy flights trajectory can ensure the diversity of
the population against premature convergence and make the
algorithm effectively jump out of local minima [99]. Also, it
has been observed that past information is often helpful in
dynamic optimisation problems [85]. As the current state of the
environment and fitness landscape is often similar to previously
seen states, the use of past information may make it easier to find
promising solutions in the new environment [102]. Furthermore,
because past solutions provide additional points to search from

after a change, they may help inject diversity into the search
process once the search has converged [102].

6. Conclusions and future research

SRSs have the potential to be used for real-world tasks
owing to their robustness, flexibility, scalability, as well as cost
effectiveness. One such task that has a variety of applications is
target search and tracking. This paper has described and compared
search and tracking algorithms that are applicable to robotic
swarms. Among the different problem setups considered in these
works, the most challenging but promising application scenario is
the use of swarms of robots to track multiple moving targets.

Tracking multiple moving targets with a robotic swarm is a
complex distributed optimisation problem that is both multi-
modal and dynamic. Algorithms for this problem should have the
ability to simultaneously find multiple targets (optima), track them
and balance the exploitation of known targets and the search
for new targets. This paper has described several algorithms that
provide distributed but approximate solutions to this optimisation
problem, including CPSO, GSO and FA. As the complexities of
SI algorithms are not directly linked to problem size, they are
well suited to SRSs for real-world applications. However, our
review reveals that most algorithms do not provide any provable
performance guarantees due to the complex nature of swarms
in mathematical analysis. Also, quantitative comparison between
different SI techniques proved difficult because of the lack of
standard benchmarking methods.
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